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Supplementary material

D Proofs of theorems under high-level assumptions

Assumptions R and H are assumed to hold throughout this section, including H5 with l0 = 0.
Whenever we require H5 to hold for some l0 ∈ {1, 2}, this will be explicitly noted.

D.1 Preliminary results

Let βn := β0 + n−1/2δn for a (possibly) random δn = op(n
1/2). Define

∆k
n(β) := n1/2[θ

k
n(β, λn)− θkn(β0, λn)]

and recall that Gn(β) := ∂βθ
k
n(β, λn) and G := [∂βθ(β0, 0)]T. As per R5, we fix the order of

jackknifing k ∈ {0, . . . , k0} such that n1/2λk+1
n = op(1). Let Ln(θ) := Ln(y, x; θ) and L(θ) :=

ELn(θ). L̇n and L̈n respectively denote the gradient and Hessian of Ln, with H := EL̈n(θ0) =

L(θ0); N(θ, ε) denotes an open ball of radius ε, centered at θ.

Proposition D.1.

(i) supβ∈B‖θ
k
n(β, λn)− θk(β, λn)‖ p→ 0;

(ii) θk(β0, λn)− θ(β0, 0) = Op(λ
k+1
n );

(iii) ∆k
n(βn) = Gδn + op(1 + ‖δn‖).

Proposition D.2. For V = (1 + 1
M )(Σ− R),

Zn := n1/2[θ
k
n(β0, λn)− θk(β0, λn)]− n1/2(θ̂n − θ0) N [0, H−1V H−1]. (D.1)

Proposition D.3.

(i) Qenk(β, λn)
p→ Qek(β, 0) =: Qe(β) uniformly on B;

(ii) for every ε > 0, infβ∈B\N(β0,ε)Q
e(β) > Q(β0); and

Proposition D.4. If H5 holds for l0 = 1, then

(i) Gn(βn)
p→ G; and

if H5 holds for l0 ∈ {1, 2} then, uniformly on B,

(ii) supβ∈B‖∂lβθ
k
n(β, λn)− ∂lβθ(β, 0)‖ = op(1); and

(iii) ∂lβQ
e
nk(β, λn)

p→ ∂lβQ
e
k(β, 0) = ∂lβQ

e(β)

for l ∈ {1, . . . , l0}.
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Define, for some cn = op(n
−1/2), the sets of approximate and exact roots

Renk := {β ∈ B | ‖∂βQenk(β, λn)‖ ≤ cn} Re := {β ∈ B | ∂βQe(β, 0) = 0}

of ∂βQenk(β, λn) = 0 and ∂βQe(β, 0) = 0 respectively; and let

Senk := {β ∈ Renk | %min[∂2
βQ

e
nk(β, λn)] ≥ −cn} Se := {β ∈ Re | %min[∂2

βQ
e(β, 0)] ≥ 0},

denote those subsets on which the second-order conditions for a local minimum are also approx-
imately satisfied.

Proposition D.5. Let B0 be a compact set with β0 ∈ int B0, and {β̃n} a random sequence in
B0. Suppose H5 holds with l0 = 1. Then

(i) if Re ∩ B0 = {β0}, and β̃n ∈ Renk w.p.a.1, then n1/2(β̃n − β̂enk) = op(1); and

(ii) if H5 holds with l0 = 2, the preceding holds with (Senk, S
e) in place of (Renk, R

e).

For the next result, let U : Γ → R be twice continuously differentiable with a unique global
minimum at γ∗. For some ε, let RU := {γ ∈ Γ | ‖∂γU(γ)‖ < ε}, and SU := {γ ∈ RU |
%min[∂2

γU(γ)] ≥ −ε}. Applying a routine r ∈ {GN,QN,TR} to U yields the iterates {γ(s)}; let

γ(γ(0), r) :=

γ(s∗) if γ(s) ∈ RU for some s ∈ N

γ(0) otherwise,

where s∗ denotes the smallest s for which γ(s) ∈ RU . When r = TR, the definition of γ(γ(0),TR)

is analogous, but with SU in place of RU . In the statement of the next result, Γ0 := {γ ∈ Γ |
U(γ) ≤ U(γ1)} for some γ1 ∈ Γ, and is a compact set with γ∗ ∈ int Γ0. For a continuously
differentiable function m : Γ 7→ Rdm , let M(γ) := [∂γm(γ)]T denote its Jacobian.

Proposition D.6. Let r ∈ {QN,TR}, and suppose that in addition to the preceding, either

(i) r = GN and U(γ) = ‖m(γ)‖2, with infγ∈Γ0 σmin[M(γ)] > 0; or

(ii) r = QN and U is strictly convex on Γ0;

then γ(γ(0), r) ∈ RU ∩ Γ0 for all γ(0) ∈ Γ0. Alternatively, if r = TR, then γ(γ(0), r) ∈ SU ∩ Γ0

for all γ(0) ∈ Γ0.

D.2 Proofs of Theorems 4.1–4.3

Throughout this section, βn := β0+n−1/2δn for a (possibly) random δn = op(n
1/2). Let QW

n (β) :=

QW
nk(β, λn), QLR

n (β) := QLR
nk (β, λn), and θn(β) := θ

k
n(β, λn).

Proof of Theorem 4.1. We first consider the Wald estimator. We have

n[QW
n (βn)−QW

n (β0)] = 2n1/2[θ
k
n(β0)− θ̂n]TWn∆k

n(βn) + ∆k
n(βn)TWn∆k

n(βn).
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For Zn as defined in (D.1), we see that by Proposition D.1(ii) and R5

n1/2[θ
k
n(β0)− θ̂] = Zn + n1/2[θk(β0, λn)− θ0] = Zn + op(1), (D.2)

whence by Proposition D.1(iii),

n[QW
n (βn)−QW

n (β0)] = 2ZT
nWGδn + δTnG

TWGδn + op(1 + ‖δn‖+ ‖δn‖2). (D.3)

Now consider the LR estimator. Twice continuous differentiability of the likelihood yields

n[QLR
n (β)−QLR

n (β0)] = −n[Ln(θ
k
n(βn))− Ln(θ

k
n(β0))]

= −n1/2L̇n(θ
k
n(β0))T∆k

n(βn)− 1

2
∆k
n(βn)TL̈n(θ

k
n(β0))∆k

n(βn)

+ op(‖∆k
n(βn)‖2)

where by Proposition D.1(ii) and H3,

n1/2L̇n[θ
k
n(β0)] = n1/2L̇n(θ0) + L̈n(θ0)n1/2[θ

k
n(β0)− θ0] + op(1)

= H[Zn + n1/2(θk(β0, λn)− θ0)]

= HZn + op(1) (D.4)

for Zn as in (D.1). Thus by Proposition D.1(iii),

n[QLR
n (βn)−QLR

n (βn)] = −ZT
nHGδn −

1

2
δTnG

THGδn + op(1 + ‖δn‖+ ‖δn‖2). (D.5)

Consistency of β̂enk follows from parts (i) and (ii) of Proposition D.3 and Corollary 3.2.3
in van der Vaart and Wellner (1996). Thus by applying Theorem 3.2.16 in van der Vaart and
Wellner (1996) – or more precisely, the arguments following their (3.2.17) – to (D.3) and (D.5),
we have

n1/2(β̂enk − β0) = −(GTUeG)−1GTUeZn + op(1) (D.6)

for Ue as in (4.7); the result now follows by Proposition D.2.

Proof of Theorem 4.2. We first note that, in consequence of H3 and Theorem 4.1, β̂enk
p→ β0,

θ̂n
p→ θ0, and θ̂mn := θ̂mn (β̂enk, λn)

p→ θ0. Part (i) then follows from R2, H2, and Lemma 2.4 in
Newey and McFadden (1994). Defining ˙̀m

i (θ0) := ˙̀m
i (β0, 0; θ0) for m ∈ {1, . . . ,M} and

ςTi :=
[

˙̀0
i (θ0)T ˙̀1

i (β0, 0; θ0)T · · · ˙̀M
i (β0, 0; θ0)T

]
,

H2 and H3 further imply that

AT

(
1

n

n∑
i=1

snis
T
ni

)
A

p→ AT(EςiςTi )A = AT


Σ R · · · R

R Σ · · · R
...

...
. . .

...
R R · · · Σ

A = V.
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Part (iii) is an immediate consequence of Proposition D.4(i).

Proof of Theorem 4.3. For each r ∈ {GN,QN,TR}, suppose that there exists a B0 ⊆ B such that
U = Qen(β) := Qenk(β, λn) satisfies the corresponding part of Proposition D.6, w.p.a.1. Then

P{βenk(β(0), r) ∈ Renk ∩ B0, ∀β(0) ∈ B0}
p→ 1 (D.7)

for r ∈ {GN,QN}, and also for r = TR with Senk in place of Renk. Further, R
e∩B0 = {β0} under

O-GN and O-QN, while Se ∩ B0 = {β0} under O-TR.
Now let β̃(0)

n be a random sequence in B0. When r ∈ {GN,QN}, it follows from (D.7) that
β
e
nk := β

e
nk(β̃

(0)
n , r) ∈ Renk ∈ B0 w.p.a.1, and so by Proposition D.5(i), n1/2(β

e
nk − β̂enk) = op(1).

When r = TR, the result follows analogously from Proposition D.5(ii).
It thus remains to verify that the requirements of Proposition D.6 hold w.p.a.1. When

r = GN, it follows from Proposition D.4(i), the continuity of σmin(·) and O-GN that

0 < inf
β∈B0

σmin[G(β)] = inf
β∈B0

σmin[Gn(β)] + op(1),

whence infβ∈B0 σmin[Gn(β)] > 0 w.p.a.1. When r = QN, it follows from Proposition D.4(iii) and
O-QN that

0 < inf
β∈B0

%min[∂2
βQ

e(β)] = inf
β∈B0

%min[∂2
βQ

e
n(β)] + op(1)

whence Qen is strictly convex on B0 w.p.a.1. When r = TR, there are no additional conditions
to verify.

D.3 Proofs of Propositions D.1–D.6

Proof of Proposition D.1. Part (i) follows by H5 and the continuous mapping theorem. Part (ii)
is immediate from (3.10). For part (iii), we note that for βn = β0 +n1/2δn with δn = op(n

1/2) as
above,

∆k
n(βn) = n1/2[θ

k
n(βn, λn)− θk(βn, λn)]

− n1/2[θ
k
n(β0, λn)− θk(β0, λn)] + n1/2[θk(βn, λn)− θk(β0, λn)].

Since θkn is a linear combination of the θ̂mn ’s, it is clear from H3 and H4 that the first two terms
converge jointly in distribution to identical limits (since βn

p→ β0). For the final term, continuous
differentiability of θk (R3 above) entails that

n1/2[θk(βn, λn)− θk(β0, λn)] = [∂βθ
k(β0, λn)]T(βn − β0) + op(‖βn − β0‖)

= Gδn + op(1 + ‖δn‖).
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Proof of Proposition D.2. Note first that

n1/2[θ
k
n(β0, λn)− θk(β0, λn)] =

k∑
r=0

γrk · n1/2[θn(β0, δ
rλn)− θ(β0, δ

rλn)]

= − 1

M

M∑
m=1

k∑
r=0

γrkH
−1φmn + op(1) − 1

M

M∑
m=1

H−1φm,

by (3.10), (3.11), H3, H4 and
∑k

r=0 γrk = 1. By H3 and H4, this holds jointly with

n1/2(θ̂n − θ0) −H−1φ0.

The limiting variance of Zn is thus equal to

var

[
−H−1φ0 +

1

M

M∑
m=1

H−1φm

]
= H−1 var

[
−φ0 +

1

M

M∑
m=1

φm

]
H−1 = H−1V H−1

where the final equality follows from H4 and straightforward calculations.

Proof of Proposition D.3. We first prove part (i). For the Wald estimator, this is immediate
from Proposition D.1(i). For the LR estimator, it follows from Proposition D.1(i), H2 and the
continuous mapping theorem (arguing as on pp. 144f. of Billingsley, 1968), that

QLR
nk (β) = (Ln ◦ θ

k
n)(β, λn)

p→ (L ◦ θk)(β, 0) = QLR(β),

uniformly on B.
For part (ii), we note that β 7→ θk(β, 0) is continuous by R3, while the continuity of L is

implied by H2, since Ln is continuous. Thus Qe is continuous for e ∈ {W,LR}, and by R4 is
uniquely minimized at β0. Hence β 7→ Qe(β) has a well-separated minimum, which by R1 is
interior to B.

Proof of Proposition D.4. Part (ii) is immediate from H5, (3.11) and the continuous mapping
theorem; it further implies part (i). For part (iii), recall Q̇en(β) = ∂βQ

e
n(β), and Gn(β) =

[∂βθ
k
n(β)]T. Then we have

Q̇W
n (β) = Gn(β)TWn[θn(β)− θ̂n] Q̇LR

n (β) = Gn(β)TL̇n[θ
k
n(β)].

Part (i), and similar arguments as were used are used in the proof of part (i) of Proposition D.3,
yield that Q̇en(β)

p→ ∂βQ
e(β, 0) =: Q̇e(β) uniformly on B. The proof that the second derivatives

converge uniformly is analogous.

Proof of Proposition D.5. We first prove part (i). Let Q̇en(β) := ∂βQ
e
n(β) and Q̇e(β) := ∂βQ

e(β, 0).
By Proposition D.4(iii)

Q̇e(β̃n) = Q̇en(β̃n) + op(1) = op(1 + cn) = op(1). (D.8)
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Since Q̇e is continuous and B0 compact, and β0 ∈ int B0 is the unique element of B0 for which
Q̇e(β0) = 0, it follows that β̃n

p→ β0. Hence we may write β̃n = β0 + n1/2δ̃n, with δ̃n = op(n
1/2).

For the Wald criterion, we have

op(1) = n1/2Q̇W
n (β̃n)T = 2[n1/2(θ

k
n(β̃n)− θ̂n)]TWGn(β̃n)

where, for Zn as in (D.1),

n1/2(θ
k
n(β̃n)− θ̂n) = n1/2(θ

k
n(β0)− θ̂n) + ∆k

n(β̃n) = Zn +Gδ̃n + op(1 + ‖δ̃n‖)

by (D.2), R5, and parts (ii) and (iii) of Proposition D.1. Hence, using Proposition D.4(i),

op(1) = 2[δ̃TnG
TWG+ ZT

nWG] + op(1 + ‖δ̃n‖). (D.9)

Similarly, for the LR criterion,

op(1) = n1/2∂βQ
LR
n (β̃n)T = n1/2L̇n[θ

k
n(β̃n)]TGn(β̃n)

where by the twice continuous differentiability of the likelihood, Proposition D.1(iii) and (D.4),

n1/2L̇n[θ
k
n(β̃n)] = n1/2L̇n[θ

k
n(β0)] + L̈n(θ

k
n(β0))∆k

n(β̃n) + op(‖∆k
n(β̃n)‖)

= HZn +HGδ̃n + op(1 + ‖δ̃n‖).

Thus by Proposition D.4(i),

op(1) = δ̃TnG
THG+ ZT

nHG+ op(1 + ‖δ̃n‖). (D.10)

Hence using (D.9) and (D.10), we see that for Ue as in (4.7),

n1/2(β̃enk − β0) = −(GTUeG)−1GTUeZn + op(1) = n1/2(β̂enk − β0) + op(1) (D.11)

for e ∈ {W,LR}. The final equality follows from Theorem 4.1: or more precisely, from (D.6) in
the proof of Theorem 4.1.

We now turn to part (ii). Let Q̈en(β) := ∂2
βQ

e
n(β), Q̈e(β) := ∂2

βQ
e(β, 0). By Proposi-

tion D.4(iii) and the continuity of the minimum eigenvalue,

%min[Q̈e(β̃n)] = %min[Q̈en(β̃n)] + op(1) ≥ −cn + op(1)→ 0.

Since (D.8) also holds, and Se ∩ B0 = {β0}, it follows that β̃n
p→ β0. Since β̃n ∈ Senk ⊆ Renk

w.p.a.1, (D.11) follows immediately from the arguments given in the proof of part (i).

Proof of Proposition D.6. For r = GN, the result follows by Theorem 10.1 in Nocedal and Wright
(2006); for r = QN, by their Theorem 6.5; for r = TR, by Theorem 4.7 in Moré and Sorensen
(1983).
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E Sufficiency of the low-level assumptions

We shall henceforth maintain both Assumptions L and R, and address the question of whether
these are sufficient for Assumption H; that is, we shall prove Proposition 4.1.

Recall that, as per L9, the auxiliary model is the Gaussian SUR displayed in (B.1) above. For
simplicity, we shall consider only the case where Σξ is unrestricted, but our arguments extend
straightforwardly to the case where Σξ is block diagonal (as would typically be imposed when
T > 1). Recall that θ collects the elements of α and Σ−1

ξ . Fix an m ∈ {0, 1, . . .M}, and define

ξri(α) := yr(zi;β, λ)− αT
xrΠxrx(zi)− αT

yrΠyry(zi;β, λ),

temporarily suppressing the dependence of y (and hence ξri) onm. Collecting ξi := (ξ1i, . . . , ξdyi)
T,

the average log-likelihood of the auxiliary model can be written as

Ln(y, x; θ) =
1

n

n∑
i=1

`(yi, xi; θ) = −1

2
log 2π − 1

2
log det Σξ −

1

2
tr

[
Σ−1
ξ

1

n

n∑
i=1

ξi(α)ξi(α)T

]
.

Deduce that there are functions L and l, which are three times continuously differentiable in
both arguments (at least on int Θ), such that

Ln(y, x; θ) = L(Tn; θ) `(yi, xi; θ) = l(ti; θ) (E.1)

where

tmi (β, λ) =

[
y(zmi ;β, λ)

x(zmi )

]
and Tmn := vech(T mn ), for

T mn (β, λ) :=
1

n

n∑
i=1

tmi (β, λ)tmi (β, λ)T. (E.2)

Further, direct calculation gives

∂αxr`i(θ) =

dy∑
s=1

σrsξsi(α)Πxrx(zi) ∂αyr`i(θ) =

dy∑
s=1

σrsξsi(α)Πyry(zi;β, λ) (E.3)

and
∂σrs`i(θ) =

1

2
σrs −

1

2
ξri(α)ξsi(α). (E.4)

Since the elements of the score vector ˙̀
i(θ) = ∂θ`i(θ) necessarily take one of the forms displayed

in (E.3) or (E.4), we may conclude that, for any compact subset A ⊂ Θ, there exists a CA such
that

E sup
θ∈A
‖ ˙̀
i(θ)‖2 ≤ CAE‖zi‖4 <∞ (E.5)

with the second inequality following from L7.
Regarding the maximum likelihood estimator (MLE), we note that the concentrated average
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log-likelihood is given by

Ln(y, x;α) = −dy
2

(log 2π + 1)− 1

2
log det

[
1

n

n∑
i=1

ξi(α)ξi(α)T

]
= Lc(Tn;α)

which is three times continuously differentiable in α and Tn, so long as Tn is non-singular. By
the implicit function theorem, it follows that α̂n may be regarded as a smooth function of Tn.
Noting the usual formula for the ML estimates of Σξ, this holds also for the components of θ
referring to Σ−1

ξ , whence
θ̂mn (β, λ) = h[Tmn (β, λ)] (E.6)

for some h that is twice continuously differentiable on the set where T mn has full rank. Under
L8, this occurs uniformly on B × Λ w.p.a.1., and so to avoid tiresome circumlocution, we shall
simply treat h as if it were everywhere twice continuously differentiable throughout the sequel.
Letting T (β, λ) := ET 0

n(β, λ), we note that the population binding function is given by

θ(β, λ) = h[T (β, λ)]. (E.7)

Define ϕmn (β, λ) := n1/2[Tmn (β, λ) − T (β, λ)], and let [ϕm(β, λ)]Mm=0 denote a vector-valued
continuous Gaussian process on B× Λ with covariance kernel

cov(ϕm1(β1, λ1), ϕm2(β2, λ2)) = cov(Tm1
n (β1, λ1), Tm2

n (β2, λ2)).

Note that L7, in particular the requirement that E‖zi‖4 <∞, ensures that this covariance exists
and is finite.

Lemma E.1.

(i) ϕmn (β, λ) ϕm(β, λ) in b∞(B× Λ), jointly for m ∈ {0, . . . ,M}; and

(ii) if (4.3) holds for l′ = l ∈ {1, 2}, then

sup
β∈B
‖∂lβTmn (β, λn)− ∂lβT (β, 0)‖ = op(1) (E.8)

By an application of the delta method, we thus have

Corollary E.1. For ḣ(β, λ) := ∂βh[T (β, λ)],

ψmn (β, λ) := n1/2[θ̂mn (β, λ)− θ(β, λ)] ḣ(β, λ)ϕm(β, λ) =: ψm(β, λ) (E.9)

in b∞(B× Λ), jointly for m ∈ {0, . . . ,M}.

The proof of Lemma E.1 appears in Appendix E.1.

Proof of Proposition 4.1. H1 follows from the twice continuous differentiability of L in (E.1). The
first part of H2 is an immediate consequence of Lemma E.1(i) and the smoothness of L; the second
part is implied by (E.5) and Lemma 2.4 in Newey and McFadden (1994).
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By Corollary E.1, we have for any βn = β0 + op(1) and λn = op(1) that

n1/2[θ̂mn (βn, λn)− θ(βn, λn)] = n1/2[θ̂mn (β0, 0)− θ(β0, 0)] + op(1)

= −H−1 1

n1/2

n∑
i=1

˙̀m
i (β0, 0; θ0) + op(1)

where for m ∈ {0, 1, . . . ,M}; the final equality follows from the consistency of θ̂mn (β0, 0) (as
implied by Corollary E.1) and the arguments used to prove Theorem 3.1 in Newey and McFadden
(1994). By definition, φmn := n−1/2

∑n
i=1

˙̀m
i (β0, 0; θ0), and thus H3 holds. H4 follows by the central

limit theorem, in view of L1 and (E.5). Finally, H5 follows from (E.6), (E.7), Lemma E.1(ii) and
the chain rule.

E.1 Proof of Lemma E.1

For the purposes of the proofs undertaken in this section, we may suppose without loss of
generality that D̃ = Idy in L3, γ(β) = β in L4, and ‖K‖∞ ≤ 1. Recalling (B.3) above, we have

yr(β, λ) = ωr(β) ·
∏
s∈Sr

Kλ[νs(β)] =: ωr(β) ·K(Sr;β, λ). (E.10)

Let K̇ and K̈ respectively denote the first and second derivatives of K. For future reference, we
here note that

∂βyr(β, λ) = zwr ·K(Sr;β, λ) + λ−1wr(β)
∑
s∈Sr

zvs ·Ks(Sr;β, λ) (E.11)

=: Dr1(β, λ) + λ−1Dr2(β, λ)

where zvr := ΠT
vrz, zwr := ΠT

wrz and Ks(S;β, λ) := K̇λ[vs(β)] ·K(S\{s};β, λ); and

∂2
βyr(β, λ) = λ−1

∑
s∈Sr

[zwrz
T
vs + zvsz

T
wr] ·Ks(Sr;β, λ) (E.12)

+ λ−2wr(β)
∑
s∈Sr

∑
t∈Sr

zvsz
T
vt ·Kst(Sr;β, λ)

=: λ−1Hr1(β, λ) + λ−2Hr2(β, λ)

for

Kst(S;β, λ) :=

K̈λ[vs(β)] ·K(S\{s};β, λ) if s = t,

K̇λ[vs(β)] · K̇λ[vt(β)] ·K(S\{s, t};β, λ) if s 6= t.

E.1.1 Proof of part (ii)

In view of (E.2), the scalar elements of Tn(β, λ) that depend on (β, λ) take either of the following
forms:

τn1(β, λ) := En[yr(β, λ)ys(β, λ)] τn2(β, λ) := En[yr(β, λ)xt] (E.13)
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for some r, s ∈ {1, . . . , dy}, or t ∈ {1, . . . , dx}, where Enf(β, λ) := 1
n

∑n
i=1 f(zi;β, λ). (Through-

out the following, all statements involving r, s and t should be interpreted as holding for all
possible values of these indices.) For k ∈ {1, 2} and l ∈ {0, 1, 2}, define τk(β, λ) := Eτnk(β, λ) –
a typical scalar element of T (β, λ) – and τ [l]

k (β, λ) := E∂lβτnk(β, λ). Thus part (ii) of Lemma E.1
will follow once we have shown that

∂lβτnk(β, λn) = τ
[l]
k (β, λn) + op(1) = ∂lβτk(β, 0) + op(1) (E.14)

uniformly in β ∈ B. The second equality in (E.14) is implied by

Lemma E.2. τ [l]
k (β, λn)

p→ ∂lβτk(β, 0), uniformly on B, for k ∈ {1, 2} and l ∈ {0, 1, 2}.

The proof appears at the end of this section. We turn next to the first equality in (E.14).
We require the following definitions. A function F : Z 7→ R is an envelope for the class
F if supf∈F |f(z)| ≤ F (z). For a probability measure Q and a p ∈ (1,∞), let ‖f‖p,Q :=

(EQ|f(zi)|p)1/p. F is Euclidean for the envelope F if

sup
Q
N(ε‖F‖1,Q,F , L1,Q) ≤ C1ε

−C2

for some C1 and C2 (depending on F), where N(ε,F , L1,Q) denotes the minimum number of
L1,Q-balls of diameter ε needed to cover F . For a parametrized family of functions g(β, λ) =

g(z;β, λ) : Z 7→ Rd1×d2 , let F(g) := {g(β, λ) | (β, λ) ∈ B × Λ}. Since B is compact, we may
suppose without loss of generality that B ⊆ {β ∈ Rdβ | ‖β‖ ≤ 1}, whence recalling (B.2) and
(B.4) above,

|wr(z;β)| ≤Wr ≤

‖z‖ if r ∈ {1, . . . dw}

1 if r ∈ {dw + 1, . . . dy}.

Thus by Lemma 22 in Nolan and Pollard (1987)

E1 for L ∈ {K,Ks,Kst}, s, t ∈ {1, . . . , dy} and S ⊆ {1, . . . , dv}, the class

F(L,S) := {L(S;β, λ) | (β, λ) ∈ B× Λ}

is Euclidean with constant envelope; and

E2 for r ∈ {1, . . . , dy}, F(wr) is Euclidean for Wr.

It therefore follows by a slight adaptation of the proof of Theorem 9.15 in Kosorok (2008) that

E3 F(yr) is Euclidean for Wr;

E4 F(yrDs1) and F(yrDs2) are Euclidean for WrWs‖z‖

E5 F(xtDs1) and F(xtDs2) are Euclidean for Ws‖z‖2;

E6 F(Ds1D
T
r1), F(Ds1D

T
r2), F(Ds2D

T
r1) and F(Ds2D

T
r2) are Euclidean for WrWs‖z‖2;

E7 F(ysHr1) and F(ysHr2) are Euclidean for WrWs‖z‖2; and

S10
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E8 F(xtHr1) and F(xtHr2) are Euclidean for Ws‖z‖3.

Let µnf := 1
n

∑n
i=1[f(zi) − Ef(zi)]. Using the preceding facts, and the uniform law of large

numbers given as Proposition E.1 below, we may prove

Lemma E.3. The convergence

sup
β∈B

µn|∂lβ[ys(β, λn)yr(β, λn)]|+ sup
β∈B

µn|xt∂lβyr(β, λn)| = op(1). (E.15)

holds for l = 0, and also for l ∈ {1, 2} if (4.3) holds with l′ = l.

The first equality in (E.8) now follows, and thus part (ii) of Lemma E.1 is proved.

Proof of Lemma E.2. Suppose l = 2; the proof when l = 1 is analogous (and is trivial when
l = 0). Noting that

∂2
β(yrys) = ys∂

2
βyr + (∂βyr)(∂βys)

T + (∂βys)(∂βyr)
T + yr∂

2
βys, (E.16)

it follows from (E.11), (E.12), E6 and E7 that for every λ ∈ (0, 1],

‖∂2
β(yrys)‖ . λ−2WrWs(‖z‖2 ∨ 1),

which does not depend on β, and is integrable by L7. (Here a . b denotes that a ≤ Cb for
some constant C not depending on b.) Thus by the dominated derivatives theorem, the second
equality in

τ
[2]
1 (β, λ) = E∂2

βτn1(β, λ) = ∂2
βEτn1(β, λ) = ∂2

βτ1(β, λ)

holds for every λ ∈ (0, 1]; the other equalities follow from the definitions of τ [l]
k and τk. Deduce

that, so long as λn > 0 (as per the requirements of Proposition 4.1 above),

τ
[2]
1 (β, λn) = ∂2

βτ1(β, λn)
p→ ∂2

βτ1(β, 0)

by the uniform continuity of ∂2
βτ1 on B× Λ. A similar reasoning – but now using E8 – gives the

same result for τ [2]
2 .

The proof of Lemma E.3 requires the following result. Let Gω,x denote the σ-field generated
by ηω(zi) and x(zi), and let ην denote those elements of η that are not present in ηω. Recall that
ην ⊥⊥ Gω,x.

Lemma E.4. For every p ∈ {0, 1, 2}, s, t ∈ {1, . . . , dv}, S ⊆ {1, . . . , dv} and L ∈ {Ks,Kst}

E[‖zνs‖p‖zνt‖pL(S;β, λ)2 | Gω,x] . λE[‖zνs‖p‖zνt‖p | Gω,x]. (E.17)

Proof. Note that for any L ∈ {Ks,Kst},

L(S;β, λ) . Lλ[νs(β)]
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where L(x) = max{|K̇(x)|, |K̈(x)|}. Let d denote the dimensionality of ην , and fix a β ∈ B. By
L5 and L6, there is a k ∈ {1, . . . d}, possibly depending on β, and an ε > 0 which does not, such
that

νs(β) = ν∗s (β) + β∗kηνk

with |β∗k| ≥ ε and ν∗s (β) ⊥⊥ ηνk. Let G∗ω,x := Gω,x ∨ σ({ηνl}l 6=k), so that ν∗s (β) is G∗ω,x-measurable,
and let fk denote the density of ηνk. Then for any q ∈ {0, . . . , 4},

E
[
|ηνk|qL(S;β, λ)2 | G∗ω,x

]
. E

[
|ηνk|qL2

λ(ν∗s (β) + β∗kηνk) | G∗ω,x
]

=

∫
R
|u|qL2

λ(ν∗s (β) + β∗ku)fk(u) du

. (β∗k)−1λ

∫
R
L2(u) du · sup

u∈R
|u|qfk(u)

. ε−1λ, (E.18)

since supu∈R|u|qfk(u) < ∞ under L5. Finally, we may partition zνs = (z∗Tνs , ηνk)
T and zνt =

(z∗Tνt , ηνk)
T, with the possibility that zνs = z∗νs and zνt = z∗νt. Then by (E.18),

E
[
‖zνs‖p‖zνt‖pL(S;β, λ)2 | G∗ω,x

]
. λ‖z∗νs‖p‖z∗νt‖p ≤ λ‖zνs‖p‖zνt‖p.

The result now follows by the law of iterated expectations.

Proof of Lemma E.3. We shall only provide the proof for first term on the left side of (E.15),
when l = 2; the proof in all other cases are analogous, requiring appeal only to Proposition E.1
(or Theorem 2.4.3 in van der Vaart and Wellner, 1996, when l = 0) and the appropriate parts of
E3–E8.

Recalling the decomposition of ∂2
β(yrys) given in (E.16) above, we are led to consider

(∂βyr)(∂βys)
T = Ds1D

T
r1 + λ−1Ds2D

T
r1 + λ−1Ds1D

T
r2 + λ−2Ds2D

T
r2 (E.19)

and
ys∂

2
βyr = λ−1ysHr1 + λ−2ysHr2. (E.20)

Note that by Lemma E.4, and L7

E‖ysHr2‖2 . E

[
|ωs(β)|2|ωr(β)|2

∑
s∈Sr

∑
t∈Sr

E
[
‖zvs‖2‖zvt‖2|Kst(Sr;β, λ)|2 | Gω,x

]]

. λE

[
W 2
sW

2
r

∑
s∈Sr

∑
t∈Sr

E‖zvs‖2‖zvt‖2
]

. λ

and analogously for each of Hr1, Ds1D
T
r1, Ds2D

T
r1, Ds1D

T
r2 and Ds2D

T
r2. By E6 and E7, the classes

formed from these parametrized functions are Euclidean, with envelopes that are p0-integrable
under L7 (p0 ≥ 2).

Application of Proposition E.1 to each of the terms in E6 and E7, with λ playing the role of
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δ−1 there, thus yields the result. Negligibility of the final terms in (E.19) and (E.20) entail the
most stringent conditions on the rate at which λn may shrink to zero, due to the multiplication
of these by λ−2.

E.1.2 Proof of part (i)

The typical scalar elements of Tn are as displayed in (E.13) above, i.e. they are averages of random
functions of the form ζ1(β, λ) := yr(β, λ)ys(β, λ) or ζ2(β, λ) := xtyr(β, λ), for r, s ∈ {1, . . . , dy}
and t ∈ {1, . . . , dx}. It follows from E3 that F(ζ1) and F(ζ2) are Euclidean, with envelopes
F1 := WrWs and F2 := ‖z‖Wr respectively. Since both envelopes are square integrable under L7,
we have

sup
Q
N(ε‖Fk‖2,Q,F(ζk), L2,Q) ≤ C ′1ε−C

′
2

for k ∈ {1, 2}. Hence (E.9) follows by Theorem 2.5.2 in van der Vaart and Wellner (1996).

E.2 A uniform-in-bandwidth law of large numbers

This section provides a uniform law of large numbers (ULLN) for certain classes of parametrized
functions, broad enough to cover products involving Kλ[νs(β)], and such generalizations as ap-
pear in Lemma E.4 above. Our ULLN holds uniformly in the inverse ‘bandwith’ parameter
δ = λ−1; in this respect, it is related to some of the results proved in Einmahl and Mason (2005).
However, while their arguments could be adapted to our problem, these would lead to stronger
conditions on the bandwidth: in particular, p would have to be replaced by 2p in Proposition E.1
below. (On the other hand, their results yield explicit rates of uniform convergence, which are
not of concern here.)

Consider the (pointwise measurable) function class

F∆ := {z 7→ f(γ,δ)(z) | (γ, δ) ∈ Γ×∆},

and put F := F[1,∞). The functions f(γ,δ) : Z → Rd satisfy:

E1 supγ∈Γ E‖f(γ,δ)(z0)‖2 . δ−1 for every δ > 0.

Let F : Z → R denote an envelope for F , in the sense that

sup
(γ,δ)∈Γ×[1,∞)

‖f(γ,δ)(z)‖ ≤ F (z)

for all z ∈ Z . We will suppose that F may be chosen such that, additionally,

E2 E|F (z0)|p <∞; and

E3 supQN(ε‖F‖1,Q,F , L1,Q) ≤ Cε−d for some d ∈ (0,∞).

Let {δn} denote a real sequence with δn ≥ 1, and ∆n := [1, δn].

Proposition E.1. Under E1–E3, if n1−1/p/δ
2m−1
n log(δn ∨ n)→∞ for some m ≥ 1, then

sup
(γ,δ)∈Γ×∆n

δm‖µnf(γ,δ)‖ = op(1). (E.21)

S13



generalized indirect inference

Remark E.1. Suppose δn is an F-measurable sequence for which n1−1/p/δ2m−1
n log(δn∨n)

p→∞.
Then for every ε > 0, there exists a deterministic sequence {δn} satisfying the requirements of
Proposition E.1, and for which lim supn→∞ P{δn ≤ δn} > 1− ε. Deduce that

sup
γ∈Γ

δmn ‖µnf(γ,δn)‖ = op(1).

The proof requires the following

Lemma E.5. Suppose F is a (pointwise measurable) class with envelope F , satisfying

(i) ‖F‖∞ ≤ τ ;

(ii) supf∈F‖f‖2,P ≤ σ; and

(iii) supQN(ε‖F‖1,Q,F , L1,Q) ≤ Cε−d.

Let θ := τ−1/2σ, m ∈ N and x > 0. Then there exist C1, C2 ∈ (0,∞), not depending on τ , σ or
x, such that

P

{
σ−2 sup

f∈F
|µnf | > x

}
≤ C1 exp[−C2nθ

2(1 + x2) + d log(θ−2x−1)] (E.22)

for all n ≥ 1
8x
−2θ−2.

Proof of Proposition E.1. We first note that, by E2,

max
i≤n
|F (zi)| = op(n

−1/p)

and so, letting fn(γ,δ)(z) := f(γ,δ)(z)1{F (z) ≤ n1/p}, we have

P

{
sup

(γ,δ)∈Γ×∆n

δm|µn[f(γ,δ) − fn(γ,δ)]| = 0

}
≤ P

{
max
i≤n
|F (zi)| > n1/p

}
= o(1).

It thus suffices to show that (E.21) holds when f(γ,δ) is replaced by fn(γ,δ). Since E1 and E3 continue
to hold after this replacement, it suffices to prove (E.21) when E2 is replaced by the condition
that ‖F‖∞ ≤ n1/p, which shall be maintained throughout the sequel. (The dependence of f and
F upon n will be suppressed for notational convenience.)

Letting δk := ek, define ∆nk := [δk, δk+1 ∧ δn] for k ∈ {0, . . . ,Kn}, where Kn := log δn;
observe that ∆n =

⋃Kn
k=0 ∆nk. Set

Fnk := {z 7→ f(γ,δ)(z) | (γ, δ) ∈ Γ×∆nk}

and note that ‖F‖∞ ≤ n1/p and supf∈Fnk‖f‖2,P ≤ δ
−1/2
k . Under E3, we may apply apply

Lemma E.5 to each Fnk, with (τ, σ) = (n1/p, δ
−1/2
k ) and x = δ1−m

k ε, for some ε > 0. There thus
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exist C1, C2 ∈ (0,∞) depending on ε such that

P

{
sup

(γ,δ)∈Γ×∆n

δm|µnf(γ,δ)| > ε

}
≤

Kn∑
k=0

P

{
δmk sup

(γ,δ)∈Γ×∆nk

|µnf(γ,δ)| > e−1ε

}

≤ C1

Kn∑
k=0

exp[−C2nθ
2
nkδ

2(1−m)
k + d log(θ−2

nk δ
m−1
k )] (E.23)

where θnk := n−1/2pδ
−1/2
k , provided

n ≥ 1
8δ

2(m−1)
k θ−2

nk ε
−2, ∀k ∈ {0, . . . ,Kn} ⇐= n1−1/p/δ

2m−1
n ≥ 1

8ε
−2, (E.24)

which holds for all n sufficiently large. In obtaining (E.24) we have used δk ≤ δn and θnk ≥
n−1/2pδ

−1/2
n , and these further imply that (E.23) may be bounded by

C1(log δn) exp[−C2n
1−1/pδ

−2m−1
n (1 + ε2) + d log(δ

m
n n

1/p)]→ 0

as n→∞. Thus (E.21) holds.

Proof of Lemma E.5. Suppose (iii) holds. Define G := {τ−1f | f ∈ F}, and G := τ−1F . Then

sup
g∈G
‖g‖2,P ≤ τ−1 sup

f∈F
‖f‖2,P ≤ τ−1/2σ =: θ;

‖g‖∞ ≤ 1 for all g ∈ G; and since ‖Gn‖1,Q ≤ 1, N(ε,G, L1,Q) ≤ Cε−d. Hence, by arguments
given in the proof of Theorem II.37 in Pollard (1984), there exist C1, C2 > 0, depending on x,
such that

P

{
σ−2 sup

f∈F
|µnf | > x

}
= P

{
sup
g∈G
|µng| > θ2x

}
≤ C1 exp[−C2nθ

2(1 + x2) + d log(θ−2x−1)]

for all n ≥ 1
8x
−2θ−2.
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